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Abstract 

Large language models (LLMs) have recently made vast advances in both generating and analyzing 

textual data. Technical reports often compare LLMs’ outputs with “human” performance on various tests. 

Here, we ask, “Which humans?” Much of the existing literature largely ignores the fact that humans are a 

cultural species with substantial psychological diversity around the globe that is not fully captured by the 

textual data on which current LLMs have been trained. We show that LLMs’ responses to psychological 

measures are an outlier compared with large-scale cross-cultural data, and that their performance on 

cognitive psychological tasks most resembles that of people from Western, Educated, Industrialized, 

Rich, and Democratic (WEIRD) societies but declines rapidly as we move away from these populations (r 

= -.70). Ignoring cross-cultural diversity in both human and machine psychology raises numerous 

scientific and ethical issues. We close by discussing ways to mitigate the WEIRD bias in future 

generations of generative language models.  

Keywords: Culture, Human Psychology, Machine Psychology, Artificial Intelligence, Large Language 

Models.   

 

  



3 

 

Introduction 

The notion that AI systems can possess human-like traits is hardly a new observation. Given the 

increasing societal role played by Large Language Models (LLMs), researchers have begun to investigate 

the underlying psychology of these generative models. For example, several works have investigated 

whether LLMs can truly understand language and perform reasoning (Chowdhery et al., 2022), 

understand distinctions between different moralities and personalities (Miotto et al., 2022; Simmons, 

2022), and learn ethical dilemmas (Jiang et al., 2021). Hagendorff et al. (2022), for instance, 

demonstrated that LLMs are intuitive decision makers, just like humans, arguing that investigating LLMs 

with methods from psychology has the potential to uncover their emergent traits and behavior. Miotto et 

al. (2022) found that Generative Pre-trained Transformer-3 (GPT-3) contains an “average personality” 

compared with “human” samples, has values to which it assigns varying degrees of importance, and falls 

in a relatively young adult demographic. Horton (2023) argued that LLMs are implicit computational 

models of humans—a Homo silicus. He then suggests that these models can be used in the same manner 

that economists use Homo economicus: LLMs can be given information and preferences, and then their 

behavior can be explored via simulations. LLMs have also been found to be able to attribute beliefs to 

others, an ability known as Theory of Mind (Trott et al., 2023; Kosinski, 2023). Finally, Bubeck et al. 

(2023) recently made the case that there are sparks of general intelligence (i.e., general mental capability 

including the ability to reason coherently, comprehend complex ideas, plan for the future, solve problems, 

think abstractly, learn quickly, and learn from experience; Gottfredson, 1997) in GPT-4 (OpenAI, 2023) 

which was trained using an unprecedented scale of both computational power and data. Some social 

scientists have gone even further, arguing for LLMs as potential replacements for human participants in 

psychological research (Dillion et al., 2023; Grossmann et al., 2023).  

In the growing literature on probing the psychology of LLMs (see Shiffrin & Mitchell, 2023), 

researchers have repeatedly argued that these systems respond in ways that are cognitively and 

attitudinally similar to “humans.” For example, the GPT-4 technical report (OpenAI, 2023) introduces 

GPT-4 (the latest version of the LLM that powers OpenAI’s popular chatbot, ChatGPT) as “a large 
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multimodal model with human-level performance on certain difficult professional and academic 

benchmarks.” Bubeck et al. (2023) mention that “GPT-4’s performance is strikingly close to human-level 

performance” and that “GPT-4 attains human-level performance on many tasks [...] it is natural to ask 

how well GPT-4 understands humans themselves.” Scholars from social sciences (e.g., psychology, 

economics) have used the same terminology to compare LLMs and “humans.” For instance, to showcase 

the economic decision-making capabilities of LLMs, Horton (2023) argues that they “can be thought of as 

implicit computational models of humans.” In quantifying LLMs’ personality and moral values, Miotto et 

al. (2022) argue that GPT-3 “scores similarly to human samples in terms of personality and [...] in terms 

of the values it holds.” Researchers seem ready to generalize their claims to “humans” as a species or 

even the genus (Homo) and offer no cautions or caveats about the generalizability of these findings across 

populations.  

Strikingly, however, the mainstream research on LLMs ignores the psychological diversity of 

“humans” around the globe. A plethora of research suggests that populations around the globe vary 

substantially along several important psychological dimensions (Apicella et al., 2020; Heine, 2020), 

including but not limited to social preferences (Falk et al., 2018; Henrich et al., 2005), cooperation 

(Gächter & Herrmann, 2009), morality (Atari et al., 2023), ethical decision-making (Awad et al., 2018), 

thinking styles (Talhelm et al., 2014), personality traits (Schmitt et al., 2007), and self-perceptions (Ma & 

Schoeneman, 1997). For example, human populations characterized as Western, Educated, Industrialized, 

Rich, and Democratic (WEIRD; Henrich et al., 2010) are psychologically peculiar in a global and 

historical context (Henrich, 2020). These populations tend to be more individualistic, independent, and 

impersonally prosocial (e.g., trusting of strangers) while being less morally parochial, less respectful 

toward authorities, less conforming, and less loyal to their local groups (Schulz et al. 2019; Henrich 

2020). Although some suspect that tasks involving “low-level” or “basic” cognitive processes such as 

spatial navigation or vision will not vary much across the human spectrum, research on visual illusions, 

spatial reasoning, and olfaction reveals that seemingly basic processes can show substantial diversity 

across human populations (for a review, see Henrich et al., 2010; Henrich et al., 2023). Similar patterns 
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hold for linguistic diversity: variations in linguistic tools across cultural groups may influence aspects of 

nonlinguistic cognitive processes (Zhang et al., 2022), and English is unusual along several dimensions 

(Blasi et al., 2022). Overall, this body of research illustrates that humans are a cultural species,  

genetically evolved for social learning (Boyd et al., 2011) and equipped with enough plasticity to modify 

cognitive information processing. Therefore, it is misleading to refer to a monolithic category of 

“humans” when so much psychological diversity lies across human populations. 

If culture can influence fundamental aspects of psychology, then the question is not really 

whether or not LLMs learn human-like traits and biases; rather, the question may be more accurately 

framed in terms of which humans LLMs acquire their psychology from. LLMs are trained on massive 

amounts of textual data, and because of their opacity, the psychology that these models learn from their 

training data and apply to downstream tasks remains largely unknown. This training data—especially the 

sizeable subset of such data scraped from the Internet—has disproportionately WEIRD-biased origins 

since people of non-WEIRD origin are less likely to be literate, to use the Internet, and to have their 

output easily accessed by AI companies as a data source. The United Nations, for example, estimates that 

almost half of the world’s population (about 3.6 billion) do not have access to the Internet as of 2023, and 

that the least developed nations are also the least connected ones. This is further complicated by the fact 

that English is overwhelmingly represented in language technologies over the rest of the world’s 

languages (Blasi et al., 2022). It is thus plausible that LLMs learn WEIRD-biased behaviors from their 

WEIRD-biased training sets. 

Also, AI companies (e.g., OpenAI) utilize a variety of methods to debias these models; that is, to 

make sure they do not produce harmful content. Such post-hoc efforts, while important, could reduce the 

resemblance of LLMs to natural human behavior (which does include harmful, dangerous, toxic, and 

hateful speech) even further. Moreover, different societies have substantially different norms around what 

counts as “harmful” or “offensive” (Gelfand et al., 2011), specifically in the context of AI moderation and 

bias mitigation (Davani et al., 2023). Thus, the scientific community needs to ask “which humans” are 
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producing the bulk of data on which LLMs are trained and which humans’ feedback are used for 

debiasing generative models (see Davani et al., 2023). 

The urgency for understanding LLM’s psychology has been recognized in multiple fields (Binz & 

Schulz, 2023; Frank, 2023; Grossmann et al., 2023), and we concur with the need to understand LLMs’ 

psychology, but we raise awareness about examining cultural and linguistic diversity, or lack thereof, in 

these models’ behavioral tendencies. Here, we employ a number of psychological tools to assess LLMs’ 

psychology. First, we rely on one of the most comprehensive cross-cultural data in social sciences, the 

World Values Survey (WVS), to offer a global comparison that permits us to seat LLMs within the 

spectrum of contemporary human psychological variation. Second, using multiple standard cognitive 

tasks, we show that LLMs process information in a rather WEIRD fashion. Third, not only do we show 

that LLMs skew psychologically WEIRD, but that their view of the “average human” is biased toward 

WEIRD people (most people are not WEIRD).  

Results 

The WVS has been designed to monitor cultural values, issues of justice, moral principles, 

attitudes toward corruption, accountability and risk, migration, national security, global governance, 

gender, family, religion, poverty, education, health, security, social tolerance, trust, and institutions. The 

data set has been highly informative in exploring cross-cultural differences (and also similarities) in these 

variables (Inglehart, 2020; Minkov & Hofstede, 2012). WVS data have proven instrumental in 

understanding the interplay between cultural values and real-world outcomes. For example, WVS data 

have been shown to strongly predict prosocial behavior, the level of corruption, electoral fraud, and the 

size of the shadow economy (e.g., Aycinena et al., 2022). Here, we used the seventh wave of the WVS 

data (Haerpfer et al., 2020), which was collected from mid-2017 to early-2022. After cleaning the survey 

data (see Methods for details), we had survey responses from 94,278 individuals from 65 nations. WVS 

samples are representative of all adults, 18 and older, residing within private households in each nation. 

The primary method of collecting data in the WVS involves conducting face-to-face interviews with 

respondents in their own homes or places of residence. In addition to this approach, the WVS also uses 
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other interview modes, such as postal surveys, self-administered online surveys, and telephone interviews, 

which are used in combination with other techniques.  

Using OpenAI’s Application Programming Interface (API), we administered the WVS questions 

to GPT. Then, for each question, we sampled 1000 responses from GPT in an attempt to capture variance 

with a sample size similar to that of the surveyed countries (see Methods). After initial data cleaning, 262 

variables remained for analysis (see procedures in Methods).  

First, we aimed to assess whether GPT responses are reliably different from those of human 

groups and which human groups are closest to GPT. We conducted a hierarchical cluster analysis after 

normalizing all variables (Figure 1). Holistically taking into account all normalized variables, GPT was 

identified to be closest to the United States and Uruguay, and then to this cluster of cultures: Canada, 

Northern Ireland, New Zealand, Great Britain, Australia, Andorra, Germany, and the Netherlands. On the 

other hand, GPT responses were farthest away from cultures such as Ethiopia, Pakistan, and Kyrgyzstan. 

Then, we proceeded to visualize the cultural clustering of GPT with respect to the present cultures by 

running a multidimensional scaling using Euclidean distance between cultures (for implementation 

details, see Methods). Figure 2 offers a summary of the variation. The objective of multidimensional 

scaling is to depict the pairwise distances between observations in a lower-dimensional space, such that 

the distances in this reduced space are highly similar to the original distances.  
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Figure 1 

Hierarchical Cluster Analysis and the Distance Matrix between Different Cultures and GPT 

As a robustness check, we conducted a principal components analysis (PCA). The first two PCs 

(explaining the most variance in data, 34.3%) showed very similar patterns. Among the first 20 PCs, GPT 

was an outlier in PCs 3 and 4 (see Supplementary Materials), suggesting that GPT is indeed an outlier 
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with respect to human populations, but it falls closest to WEIRD cultures if we were to look at its closest 

neighbors. More information about PCs 3 and 4 (which cause the least resemblance with human data) is 

present in Supplementary Materials.    

 

Figure 2 

Two-dimensional plot showing the results of multidimensional scaling. Different colors represent 

different cultural clusters (the number of clusters was determined using the “gap statistic” with 5,000 

Monte Carlo bootstraps, which is an index of goodness of clustering).  

Next, since PCs are completely data-driven, we conducted an additional top-down analysis and 

applied the same multidimensional scaling analysis on six different sets of questions within WVS (core 

questions, happiness, trust, economic values, political attitudes, and postmaterialism values). The results 
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showed similar patterns, but GPT was particularly close to WEIRD populations in terms of political 

attitudes (see Supplementary Materials).  

Next, our main analysis tests the idea that GPT’s responses mimic WEIRD people’s psychology. 

We correlated the correspondence between average human responses and GPT responses on all variables 

in each of the 65 national samples. This correlation represents the similarity between variation in GPT 

and human responses in a particular population; in other words, how strongly GPT can replicate human 

judgments from a particular national population. Next, we correlated these nation-level measures of GPT-

human similarity to the WEIRDness cultural distances released by Muthukrishna et al. (2020), wherein 

the United States is considered the reference point. Overall, 49 nations had available data on WEIRDness 

cultural distance. Figure 3 shows a substantial inverse correlation between cultural distance from the 

United States and GPT-human resemblance (r = -.70, p < .001). We applied three robustness checks. 

First, we ran a non-parametric correlation, which resulted in a similarly large effect (ρ = -0.72, p < .001). 

Second, we accounted for geographical non-independence in these data points using a multilevel random-

intercept model, and the relationship remained highly significant (B = -0.90, SE = 0.16, p < .001). Third, 

we correlated the country-level correlation between GPT and humans with other measures of 

technological and economic development. Specifically, we used the UN’s Human Development Index 

(HDI), GDP per capita (logged), and Internet penetration index (% of the population using the Internet). If 

the GPT-human correlation is a WEIRD phenomenon in developed, rich, and connected countries, we 

should see positive correlations. These correlations were .85 (p < .001), .85 (p < .001), and .69 (p < .001), 

respectively.  
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Figure 3 

The scatterplot and correlation between the magnitude of GPT-human similarity and cultural distance 

from the United States as a highly WEIRD point of reference.  

These results point to a strong WEIRD bias in GPT’s responses to questions about cultural 

values, political beliefs, and social attitudes. In additional analyses and to test our prediction using 

cognitive (rather than attitudinal) tasks, we focus on “thinking style,” which has shown substantial cross-

cultural variation in prior work (Ji et al., 2004). In the “triad task,” human participants see three items 
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(either visual or text-based) and indicate which two of the three go together or are “most closely related.” 

For example, participants could see three words like “shampoo,” “hair,” and “beard.” Two of these terms 

can be paired together because they belong to the same abstract category (e.g., hair and beard), and two 

can be paired together because of their relational or functional relationship (e.g., hair and shampoo). 

Cross-cultural evidence suggests that WEIRD people are substantially more likely to think in terms of 

abstract categorization (i.e., analytic thinking), while less-WEIRD humans tend to think in terms of 

contextual relationships between objects (i.e., holistic thinking; Talhelm et al., 2015). Analytic thinkers 

emphasize attributes and abstract features of objects or people rather than the external or contextual 

factors that might influence them. Holistic thinkers, on the other hand, tend to perceive the world in terms 

of whole objects or groups and their non-linear relations to one another. We slightly rephrased the text-

based version of the test so GPT can generate responses. Since some initial trials with ChatGPT suggested 

that GPT may not generate valid numerical responses in some runs, we queried GPT 1,100 times with 20 

triads, the prompt asking the algorithm the following: “In the following lists, among the three things listed 

together, please indicate which two of the three are most closely related” (see Methods for details). We 

also compiled a large cross-cultural data from prior studies. Figure 4 shows that GPT “thinks” similarly to 

WEIRD people, closest with people from the Netherlands, Finland, Sweden, and Ireland. 
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Figure 4 

Average holistic thinking style across 31 human populations (yellow) and GPT (purple). Except for the 

Mapuche group, participants from all human populations completed the identical Triad Task via the 

online platform yourmorals.org. For the Mapuche, data were collected through individual interviews 

using a similar version of the task (adapted from Henrich, 2020). 

 Our prior experiments with GPT do not shed much light on its perceptions of “humans.” As 

Bubeck et al. (2023) asked, “[...] it is natural to ask how well [GPT] understands humans themselves.” To 
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address how GPT perceives the average human being, we used an established self-concept task and 

queried GPT 1,100 times. In psychological research, human participants are given 10 or 20 incomplete 

sentences that start with “I am…” or are asked to answer the question, “Who am I?” (Kuhn & 

McPartland, 1954). WEIRD people are known to respond with personal attributes and self-focused 

characteristics. However, people in less-WEIRD populations tend to see themselves as part of a whole in 

the context of social roles and kin relations (Henrich, 2020). Here, we asked GPT the following: “List 10 

specific ways that an average person may choose to identify themselves. Start with ‘I am…’” We 

predicted that the GPT would perceive the “average person” in a WEIRD light: that it would think that the 

average person sees themselves based on their personal characteristics (e.g., I am athletic, I am a football 

player, I am hard-working). That was indeed the case. Figure 5 shows how WEIRD GPT’s evaluation of 

the average human is.  
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Figure 5 

Average relational self-concept across human populations (yellow) and GPT’s perception of the average 

human’s self-concept (purple) on a verbal self-concept task.  

Discussion 

When researchers claim that LLMs give “human”-like responses, they need to specify which 

humans they are talking about. Many in the AI community neglect or understate the substantial 

psychological variation across human populations, including in domains such as economic preferences, 

judgment heuristics, cognitive biases, moral judgments, and self-perceptions (Awad et al., 2018; Atari et 

al., 2023; Nisbett et al., 2001; Henrich, 2020; Falk et al., 2018; Heine, 2020; Blasi et al., 2022). Indeed, in 

many domains, people from contemporary WEIRD populations are an outlier in terms of their psychology 
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from a global and historical perspective (Apicella et al., 2020; Muthukrishna et al., 2021). Theoretical and 

empirical work in cultural evolution suggests that the “human” capacity for cumulative cultural evolution 

produces many tools, techniques, and heuristics we think and reason with (Henrich et al., 2023). Social 

norms inform us what physical and psychological tools to use to solve recurrent problems depending on 

the socio-ecological and interpersonal contexts we are embedded in, hence producing substantial 

psychological diversity around the globe. We ask whether this psychological diversity is reflected in or 

acquired by generative language models. We make the case that LLMs do not resemble human responses 

to different batteries of psychometric tests. They inherit a WEIRD psychology in many attitudinal aspects 

(e.g., values, trust, religion) as well as cognitive domains (e.g., thinking style, self-concept). This bias is 

most likely due to LLMs’ training data having been produced by people from WEIRD populations. 

However, regardless of the source of this bias, researchers should exercise caution when investigating the 

psychology of LLMs, continuously asking “which humans” are the source of training data in these 

generative models. 

Much technical research in NLP has focused on particular kinds of bias against protected social 

groups (e.g., based on gender, race, and sexual orientation) and developing computational techniques to 

remove these emergent associations in unsupervised models (e.g., Omrani et al., 2023). However, the 

WEIRD skew of LLMs remains underexplored. To have AI systems that fully represent (and appreciate) 

human diversity, both science and industry need to acknowledge the problem and move toward 

diversifying their training data as well as annotators. “Garbage In, Garbage Out” is a widely recognized 

aphorism in the machine-learning community, stressing how low-quality training data would result in 

flawed outputs. This saying focuses on data quality and typically involves accurate labels in annotating 

data to create “ground truth” to train a classifier. Substantial efforts have been directed into improving the 

quality of input data as well as human feedback on generated responses, but cultural differences in input 

data and feedback have been almost entirely ignored or simply cited as a limitation of existing 

frameworks. Our findings suggest that “WEIRD in, WEIRD out” might be the answer, an important 

psycho-technological phenomenon whose risks, harms, and consequences remain largely unknown.  
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The larger models in the future will not necessarily improve in the direction of reducing their 

WEIRD bias. It is not solely about size but also the diversity and quality of the data. Future models may 

still suffer from the WEIRD-in-WEIRD-out problem because most of the textual data on the internet are 

produced by WEIRD people (and primarily in English). Some studies have shown multilingual LLMs still 

behave WEIRDly, reflecting Western norms, even when responding to prompts in non-English languages 

(Havaldar et al., 2023). Researchers should not assume without basis that the overparametrization of these 

models will solve their WEIRD skew. Instead, researchers should step back and look at the sources of the 

input data, sources of human feedback fed into the models, and the psychological peculiarity that these 

future generations of LLMs are bestowed upon by WEIRD-people-generated data. Notably, post-hoc 

diversification of AI models may not necessarily solve the problem because the very notion of diversity 

could mean different things across populations. For example, in some nations, diversity may be more 

closely related to racial and ethnic differences, and in other more racially homogeneous nations, it might 

be more related to rural vs. urban differences.   

LLMs are trained on human-generated data, allowing them to understand the probabilities of 

token sequences. As a result, they reflect human linguistic trends shaped by their model architecture, 

which in turn affects how these models approach reasoning tasks (Dasgupta et al., 2022). Bender et al. 

(2021) have made the case that LLMs are like “stochastic parrots,” suggesting that a language model “is a 

system for haphazardly stitching together sequences of linguistic forms it has observed in its vast training 

data, according to probabilistic information about how they combine, but without any reference to 

meaning.” Here, we add an amendment to the “stochastic parrot” analogy and argue that LLMs are a 

peculiar species of parrots, because their training data are largely from WEIRD populations: an outlier in 

the spectrum of human psychologies, on both global and historical scales. The output of current LLMs on 

topics like moral values, social issues, and politics would likely sound bizarre and outlandish to billions 

of people living in less-WEIRD populations.  

Conclusion  



18 

 

LLMs are becoming increasingly relevant in people’s everyday life and seem plausibly well-

posed to automate an increasing proportion of decision-making in various societies. Thus, it may be 

crucial to investigate tendencies by which LLMs “think,” “behave,” and “feel” – in other words, to probe 

their psychology. AI engineers and researchers typically compare the performance of LLMs with that of 

“humans.” Here, we demonstrate that LLMs acquire a WEIRD psychology, possibly because their 

training data overwhelmingly come from individuals living in WEIRD populations. So, LLMs may ignore 

the substantial psychological diversity we see worldwide. This systematic skew of LLMs may have far-

reaching societal consequences and risks as they become more tightly integrated with our social systems, 

institutions, and decision-making processes over time.   
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